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Abstract of the contribution: This contribution proposes a new solution to KI#2.
Discussion 
KI#1 aims to provide solutions for enabling 5GC support for vertical federated learning (VFL) involving NWDAF and/or AF, where no raw data need to be exchanged but some level of coordination is still required when training and inference are performed on local models. 
This Key Issue aims to study architecture enhancement to support VFL, which allows the cooperative AI/ML training and inference with the following aspects:
-	Identify VFL use cases and under which conditions, and for which entities these VFL use cases show that VFL is justified to train ML models.
-	Whether and how to support architecture enhancement for supporting VFL for model training and/or inference. In particular:
-	Whether and how the existing NF discovery and selection needs to be enhanced.
-	Whether and how ML Model training and/or inference related procedures need to be enhanced to support VFL.
-	Whether and how to do performance monitoring for the ML model trained via VFL.
-	Whether and how to provide ML Models to the participants in the VFL training process.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
NOTE 1: 	Application layer-based VFL requiring communication between AFs and/or UEs application client, is out of scope.
NOTE 2:	During the study on this KI, consultation with SA WG3 is required for handling security aspects.
NOTE 3:	RAN and UE aspects are out of scope.
NOTE 4:	The existing procedures defined for Horizontal FL in TS 23.288 [5] will be taken into account when studying the procedure for VFL.
This document proposes a solution to enable VLF involving the NWDAF and the AF, in both scenarios a) the NWDAF is the coordinator and b) AF is the coordinator.
Proposal
It is proposed to update TR 23.700-84 as described below.

**** First Change ****

[bookmark: _Toc157657208]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 22.261: "Service requirements for the 5G system".
[3]	3GPP TS 23.501: "System architecture for the 5G System (5GS)".
[4]	3GPP TS 23.502: "Procedures for the 5G System (5GS)".
[bookmark: _Hlk158977843][5]	3GPP TS 23.503: "Policy and charging control framework for the 5G System (5GS); Stage 2".
[y]	3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services".
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
	
	Key Issues
	Use cases (optional)

	Solutions
	<Key Issue #1>
	<Key Issue #2>
	<use case #x>
	<use case #y>
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[bookmark: _Toc500949099][bookmark: _Toc92875662][bookmark: _Toc93070686][bookmark: _Toc157534624][bookmark: _Toc157747895]6.X.1	Description
Editor's note:	This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details.
This solution addresses the following aspects of KI#2.
-	Whether and how the existing NF discovery and selection needs to be enhanced.
-	Whether and how ML Model training related procedures need to be enhanced to support VFL.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
Editor's note:	How to do ML Model inference is FFS.
Editor´s Note: How to do performance monitoring for the ML model trained via VFL is FFS.
Editor´s Note: Whether and how to provide ML Models to the participants in the VFL training process.
There are two different procedures for NF discovery and selection:
a) NWDAF (with MTLF) as coordinator, that discovers the candidate AF(s) participants in a VFL ML training operation is described in clause 6.x.2.1.1.
b) AF as coordinator, that discovers the candidate NWDAF(s) participants in a VFL ML training operation is described in clause 6.x.2.1.1.
The ML training procedure is described in clause 6.x.2.2.1, when the NWDAF (with MTLF) is the coordinator and in clause 6.x.2.2.2, when the AF is the coordinator.
The sample alignment is described as part of the VFL preparation phase or training phase in clause 6.x.2.1.1 (when NWDAF is the VFL coordinator) and in clause 6.x.2.1.2 (when AF is the VFL coordinator).
[bookmark: _Hlk158287640]6.X.1.1	Terminology
Active VFL participant: For a specific VFL task, e.g. selection of participants or the training of the ML model, the entity (such as NF) performing the VFL task with the required ML features data and output labels. 
Passive VFL participant: For a specific VFL task, e.g. selection of participants or the training of the ML model, passive participant is an invited entity in VFL that provides data with the sample set but with no labels, and its feature set is different than that of the active participant. There can be multiple passive participants in VFL. 
Output from passive participants, during prediction/forward propagation in neural networks is named Activations, which is used throughout the document.
Activations: It refers to the output produced when performing forward propagation by one layer that is input to the next layer of a neural network. The activation is produced by the VFL participant then sent to the active VFL participant as input to the concatenating process.
Output from active participant towards passive participants during re-calibration/backward propagation in neural networks is named Gradients, which is used throughout the document. 
Gradients: It refers to the result produced when performing backward propagation. 
Label: A label is the property of interest that we want to predict in supervised machine learning. For the AnalyticsID on QoE the label could be the perceived quality experienced by an end user (QoE), quantified by mean opinion score (MOS) of a video stream as provided by the AF.
Loss function:  It refers to the difference between the predicted label and the real label, and is used to update the active participant’s model part and sending gradients to passive participants to be able to update their local models.
ML feature: Features are the input data for a ML model, for each AnalyticsID defined in TS 23.288 a list of input data is defined.  An example of the ML feature for a video Quality of Experience (QoE) estimation task would be underlying QoS parameters such as packet delay, packet loss or throughput. Some ML features may not be available for all VFL participants, or may not be specified e.g. vendor specific.
Sample alignment: It ensures that all the VFL participants has common samples when training ML models.
VFL Coordinator: The VFL coordinator coordinates the training process in VFL, it handles the task of selecting the participants in the VFL process.  
To compare with terminology in 23.288, the VFL coordinator combined with an active participant is a FL server, and the passive participant is the FL client.
6.X.2	Procedures
6.x.2.0	 Introduction
The following procedures describe how to select passive participant in the VFL, and describes which NF performs the role of the VFL coordinator and active part.
For the use case to predict the Observed Service experience, the ML input features to train the ML model are provided by the both the AF and the NWDAF. There are two cases, a) the NWDAF is the VFL coordinator, the AF is a passive VFL participant and the NWDAF is an active participant and b) the AF is the VFL coordinator, the NWDAF is a passive VFL participant, and the AF is an active participant.
6.x.2.1	Selection of passive participants for Vertical Federated Learning training
[bookmark: _Hlk158287668]The solution is based on the principles defined in TS 23.288 for Registration and Discovery for Federated Learning that includes the selection of the members of the federation in 6.2C.2.1. There are two procedures, either NWDAF acts as VFL Coordinator, see 6.x.1.2.1 or AF acts as Coordination, see 6.x.1.2.2.
6.x.2.1.1	NWDAF acts as VFL Coordinator
In the figure 6.x.1.2.1-1 the NWDAF acts as VFL coordinator and active participant and the AF acts as a VFL passive participant in the federation.


	Figure 6.x.2.1.1-1. NWDAF acts as VFL Coordinator

Steps 1 to 3 are the AF registration procedure.
1-3.	The AF provides to NRF with its NF profile, that includes its VFL capabilities (listed in clause 6.x.1.2.3 as VFL profile). The NEF registers to NRF using existing Nnrf_NFManagement_NFRegister. If the AF is outside the operator´s domain, the AF uses NEF service to register its NF profile including VFL capabilities and include NEF registers to NRF using Nnrf_NFManagement_NFRegister, this is according to clause 5.2.7.2.2 of TS 23.502.
Steps 4 to 6 are the Discovery procedure the NWDAF containing MTLF acts as coordinator of the VFL process.
4-6.	The NWDAF containing MTLF determines that its ML model requires VFL, i.e. this is an AnalyticsID that needs input data from an AF and the input data cannot be obtained from the AF. The NWDAF containing MTLF discovers candidates VFL participants from NRF by using the Nnrf_NFDiscovery_Request including, the indication that the AF needs to support the capability to be an VFL client, the Analytics ID(s) of the ML model, the ML Model Filters such as ApplicationID(s), optionally the list of ML features that the AF uses for training of the local model. The NRF provides candidate(s) AF(s) to the NWDAF. 
NOTE: In this procedure, it is assumed that the AnalyticsID is known by both participants 
Steps 7 to 9 are the preparation for the VFL training:
7.	The coordinator NWDAF performs the VFL preparation, as part of this step sample alignment takes places (e.g. determination of list of SUPIs or Internal-Group-ID used for the training) and feature alignment may also occur, note that feature alignment may not be performed in case the NWDAF knows the list of features supported by the AF via configuration or the AF does not publish its list of ML features. The NWDAF uses Naf_MLModelTraining_Subscribe (new) or Naf_MLModelTrainingInfo_Request (new) service with the ML Preparation Flag, to check if the each of the participants AF(s) can join the VFL training process, including per Analytics ID, Interoperability of intermediate results (e.g.for a neural network, this is the requested dimensionality of the matrix to be used from the passive part).
8.	The participants (AF) check if they can do sample alignment and possible feature alignment as requested by NWDAF and then decide if they join the VFL training.
9.	The participant (AF) response to the coordinator NWDAF whether it will join the FL procedure and may include e.g. the features, Interoperability of intermediate results (e.g., for a neural network, this is the maximum dimensionality of the matrix acceptable by the passive part), or the reason in the response message if it cannot join the VFL process.
Steps 7-9 may be repeated depending on the response from the participant (AF)
Steps 7-9, the interaction for VFL preparation between the coordinator NWDAF and the participant AF may be via NEF.
10.	 The coordinator NWDAF determines the final list of the participants to be involved in the VFL procedures based on the information received in steps 6 and 9.
Editor's note:	Whether additional or extension of parameters are needed in VFL preparation or NF discovery is FFS.
6.x.2.1.2	AF acts as VFL Coordinator
In the figure 6.x.1.2.2-1 the AF acts as VFL coordinator and active participant and the NWDAF acts as a VFL passive participant in the federation.



	Figure 6.x.2.1.1-1. AF acts as VFL Coordinator

Steps 1 to 3 are the NWDAF registration procedure.
1-3.	The NWDAF provides to NRF with its NF profile, that includes its VFL capabilities (listed in clause 6.x.1.2.3 as VFL profile). registers to NRF using Nnrf_NFManagement_NFRegister, this is according to clause 5.2.7.2.2 of TS 23.502.
Steps 4 to 6 are the Discovery procedure the AF acts as VFL coordinator.
4-6.	The AF determines that its ML model requires VFL, i.e. this is an ML model that needs input data from an NWDAF that is located in a different domain and the input data cannot obtained from the AF. The AF discovers candidates VFL participants from NRF by using the Nnrf_NFDiscovery_Request including, the indication that the NWDAF needs to support the capability to be an VFL client, the Analytics ID(s) of the ML model, the ML Model Filters such as Application ID, optionally the list of ML features that the NWDAF uses for training of the local model. The NRF provides a list of candidates NWDAFs to the AF. The AF acts as coordinator of the VFL training.
NOTE: In this procedure, it is assumed that the AnalyticsID is known by both participants. 

Steps 7 to 9 are the preparation for the VFL training:
7.	The coordinator AF performs the VFL preparation, as part of this step sample alignment takes places (e.g. determination of list of SUPIs or Internal-Group-ID used for the training) and feature alignment may also occur, note that feature alignment may not be performed in case the AF knows the list of features supported by the NWDAF via configuration or the NWDAF does not publish its list of ML features. The AF uses Nnwdaf_MLModelTraining_Subscribe or Nnwdaf_MLModelTrainingInfo_Request service with the ML Preparation Flag, to check if the each of the participants NWDAF can join the VFL training process, including per Analytics ID, the Interoperability of the intermediate results (e.g., for a neural network, this is the requested dimensionality of the matrix to be used from the passive part).
8.	The participants (NWDAF) check if they can do sample alignment and possible feature alignment as requested by AF and then decide if they join the VFL training.
9.	The participant (NWDAF) response to the coordinator AF whether it will join the FL procedure and may include e.g. the features, Interoperability of the intermediate results (e.g., for a neural network, this is the maximum dimensionality of the matrix acceptable by the passive part), or the reason in the response message if it cannot join the VFL process.
Steps 7-9 may be repeated depending on the response from the participant (NWDAF).
Steps 7-9, the interaction for VFL preparation between the coordinator AF and the participant NWDAF may be via NEF.
10.	 The coordinator AF determines the participant NWDAF to be involved in the VFL procedures based on the information received in steps 6 and 9.
Editor's note:	Whether additional parameters are needed in VFL preparation or NF discovery is FFS.
6.x.1.2.3	VFL capabilities within NF profile
The passive participants such as the AF or the NEF (on behalf of the AF) or the NWDAF registers its VFL capabilities into NRF:
· FL capability information (extending existing one), whether the AF or NWDAF can act as a VFL coordinator or as a VFL participant or both. (MANDATORY).
· If FL capability indicates that the AF can perform VFL then the AF or NWDAF provide the list of AnalyticsIDs that can train. Per AnalyticsID the AF provides.
· Optional - The list of supported ML features that is exclusive when FL capability information is VFL participant. The list of features supported by the AF may not be known to NWDAF and vice versa. 
· Whether the active participant can receive labels from NWDAF or AF or not (when supervised learning applies)
· Supported data samples, i.e., Application ID and optionally group ID, time stamp.
Editor's note:	Whether additional parameters are needed in the VFL profile is FFS.
6.x.2.2	Procedure for VFL among AF and NWDAF Instances
The training process in VFL including agreement between the server and the clients on the training method is illustrated below. The training process is repeated until the server decides to terminate it based on the local constraints that are set by the server and distributed to the clients, or when the ML model consumer is satisfied with the concatenated ML model.
6.x.2.2.1	NWDAF as VFL Coordinator 
In this procedure NWDAF is the active participant that has the label, i.e, that is determined by NWDAF based on existing OAM provided KPIs related to QoE such packet loss or packet delay as some more listed in clause 6,4 of TS 23.288 [].


Figure 6.x.2.2.1-1. VFL training - NWDAF acts as Coordinator, AF(s) are the participants

0. The NWDAF with MTLF decides to train the ML model using VFL, e.g. due to the need to collect input data for training from outside MNO domain or due to an AnalyticsID request from a NWDAF client.

1. The NWDAF with MTLF selects the participant AF(s) including alignment of data samples among all of the participants as defined in clause 6.x.2.1.1.
2. The NWDAF with MTLF sends a request to each selected participant AF participate in VFL. using  Nnef_MLModelTraining_Subscribe (new) (for VFL training inter-domain) or Naf_MLModelTraining_Subscribe (new) (for VFL training intra-domain), including the AnalyticsID, requests to train and a maximum response time.
3.  The AF, and each AF if there are more than one participant, performs forward propagation, i.e., it trains the local ML model with the local input features, as part of this training the AF may collect input data if it is not available, using procedures outside 3GPP scope. Each AF participant transmits the output of the training to the NWDAF that is the label owner, this output is the intermediate results (e.g. activations) using  Nnef_MLModelTraining_Notify (for VFL training inter-domain) or Naf_MLModelTraining_Notify (for VFL training intra-domain), before transmitting the intermediate output, the AF needs to ensure that user consent was provided by the end user or the AF ensures that a privacy preserving method is applied.
NOTE: Any privacy preserving method for sharing intermediate results is to be defined by SA3.
4. The NWDAF with MTLF concatenates the collected intermediate outputs from all the AF participants, it calculates the loss function value based on its own local model and the label. 
5.  The NWDAF updates its own local model, calculates an intermediate result (e.g., gradients) that is provided to each AF participant.
6.   Each AF participant updates it local model based on the intermediate result (e.g., gradients) provided by NWDAF, computes new intermediate outputs that are provided to the NWDAF as described in step 4.

Steps 3 to 6 are repeated until NWDAF determines that the gradients are good enough to stop the ML model training.
6.x.2.2.2	AF as VFL Coordinator
In this procedure the AF is the active participant that has the label, i.e, the AF collects QoE metrics obtained at the application layer, e.g., user opinion scores per video session per given time interval, the AF determines the perceived QoE that is used as label. The NWDAF is a passive participant that trains the local model based on the ML features e.g. input data for performance measurements provided by 5GC or OAM RAN KPIs or MDAS to NWDAF as those defined in TS 23.288, but not excluding other measurements.



Figure 6.x.2.2.1-2. VFL training - AF acts as VFL Coordinator

0. The AF decides to train the ML model using VFL, e.g. due to the need to collect input data from the MNO.

1. The AF selects the participant NWDAF including alignment of data samples among all of the participants as defined in clause 6.x.2.1.2.
2. The AF sends a request to the NWDAF to participate in VFL. using  Nnef_MLModelTraining_Subscribe (new) (for VFL training inter-domain) or Nnwdaf_MLModelTraining_Subscribe (for VFL training intra-domain), including the AnalyticsID, a flag indicating that VFL is requested, the requests to participate in the VFL and a maximum response time, the NWDAF does not include any AF input data in the training.
3.  The NWDAF performs forward propagation, i.e., it trains the local ML model with the local input features, as part of this training the NWDAF may collect input data if it is not available as defined in TS 23.288. The NWDAF transmits the output of the training to the AF that is the label owner, this output is the intermediate results (e.g. activations) using Nnwdaf_MLModelTraining_Notify that if the AF is outside the MNO domain is provided by NEF to the AF using using  Nnef_MLModelTraining_Notify (for VFL training inter-domain, before transmitting the intermediate output, the NWDAF needs to ensure that user consent was provided by the end user via UDM or the NWDAF ensures that a privacy preserving method is applied.
NOTE: Any privacy preserving method for sharing intermediate results is to be defined by SA3.
4. The AF concatenates the collected intermediate outputs from NWDAF together with the result of the training of the local model, updates the local model and calculates the loss function. 
5.  The AF calculates an intermediate result (e.g., gradients) that is provided to the NWDAF participant.
6.   The NWDAF as passive participant updates its local model or adjust the training settings based on the intermediate result (e.g. gradients) provided by AF, computes new intermediate outputs that are provided to the NWDAF as described in step 4.

Steps 3 to 6 are repeated until AF determines that the intermediate results (e.g., gradients) are good enough to stop the ML model training.

6.X.3	Impacts on services, entities and interfaces 

AF:
- 	Support for new Naf service operations for training .
NWDAF with MTLF 	:
- 	 Updates Nnwdaf_MLModelTraining service to e.g. provide intermediate results.
NEF:
- 	Support for new Nnef  service operations for training .

Editor's note:	Whether additional impacted NFs or NF services is FFS.
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